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Abstract

As the size of accessible compound libraries expands to over 10 billion, the need
for more efficient structure-based virtual screening methods is emerging. Different
pre-screening methods have been developed for rapid screening, but there is still a
lack of structure-based methods applicable to various proteins that perform protein-
ligand binding conformation prediction and scoring in an extremely short time.
Here, we describe for the first time a deep-learning framework for structure-based
pharmacophore modeling to address this challenge. We frame pharmacophore
modeling as an instance segmentation problem to determine each protein hotspot
and the location of corresponding pharmacophores, and protein-ligand binding pose
prediction as a graph-matching problem. PharmacoNet is significantly faster than
state-of-the-art structure-based approaches, yet reasonably accurate with a simple
scoring function. Furthermore, we show the promising result that PharmacoNet
effectively retains hit candidates even under the high pre-screening filtration rates.
Overall, our study uncovers the hitherto untapped potential of a pharmacophore
modeling approach in deep learning-based drug discovery.

1 Introduction

In the realm of modern drug discovery, the search for novel and effective drug molecules has
necessitated the exploration of vast chemical spaces. Structure-based virtual screening with large
chemical libraries has attracted great attention as a new paradigm for early drug discovery as make-on-
demand libraries of drug-like molecules have recently expanded into the tens of billions [1–5]. Recent
work reported that increasing the chemical library size from 115 million to 11 billion significantly
improved the hit rate from 15% to 30% [6].

Molecular docking is a common approach for structure-based virtual screening. Conventional
docking methods involve two steps: generating a large number of binding poses for each initial ligand
conformation and ranking binding poses using a well-defined scoring function [7–9]. As the scoring
functions are based on the physical energy equation, the highest score among the binding poses –
docking score – has been considered as a criterion for virtual screening. Nevertheless, the pose space
is large, continuous, and contains numerous local optima, requiring binding pose search processes
spanning from 1 to 100 seconds for each initial conformation [10–12]. Considering the virtual
screening uses over 100 initial conformers for accurate evaluation, the computational demands of
molecular docking become a bottleneck in exploring a wider screening space of billions of molecules
[1, 5]. This highlights that more efficient structure-based virtual screening approaches are urgently
needed.
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Figure 1: Overview of PharmacoNet.

There are two main approaches for accelerating large-scale virtual screening: the efficient exploration
strategy and the pre-screening strategy. Efficient exploration strategies concentrate on effective
molecule selection for molecular docking instead of brute force ligand evaluation [13]. Recent
studies by Sadybekov et al. [6] using the structured library, Enamine REAL [14], and Graff et al. [15]
employing active learning efficiently explore molecular libraries. These strategies focus on exploring
promising regions within the vast compound space, reducing computational costs associated with
library size expansion.

While these exploration strategies reduce the computational burden by bypassing a substantial portion
of the library, this also means that they do not perform any evaluation for most of the molecules.
In contrast, the pre-screening & fine-screening strategy evaluates all molecules [16]. It begins
with a preliminary assessment (pre-screening) of the entire library using fast evaluation methods,
followed by a more careful assessment (fine-screening) of retained molecules using computationally
intensive methods such as molecular docking and molecular dynamics simulations [17]. However,
pre-screening methods often rely on preliminary filters with low accuracy, which can lead to the
omission of promising hit candidates in large-scale virtual screening, where high filtration rates are
imperative. This underscores the importance of the judicious development of pre-screening methods
capable of effectively retaining hit candidates at high filtration rates while ensuring rapid processing
speed and adaptability to diverse protein targets.

To challenge this issue, we focused on structure-based pharmacophore modeling, a fast structure-
based pre-screening approach. A pharmacophore1 is an abstract description of molecular features with
the potential to form the non-covalent interaction (NCI) which is critical for stabilizing protein-ligand
complexes, such as aromatic rings and hydrogen bond (H-bond) donors & acceptors. Structure-based
pharmacophore modeling identifies the optimal 3D pharmacophore arrangement – pharmacophore
model – that a ligand should have to ensure optimal supramolecular interactions [18, 19]. It can be
carried out by determining protein hotspots, which are considered as the key protein functional groups
to protein-ligand binding [20], and the optimal location of the pharmacophores to form NCI with
each protein hotspot. Pharmacophore modeling simplifies the protein-ligand interaction prediction by
streamlining the complicated topology of the protein-ligand complex structure at the pharmacophore
level and representing numerous atom-atom pairwise interactions with a few NCIs. Ligands are then
evaluated based on their structural similarity to the pharmacophore model, enabling rapid and rational
screening without atom-level binding pose prediction or energy scoring.

Structure-based pharmacophore modeling divides into the complex-based approach [21, 22] and the
protein-based approach [23–25] according to the use of the binding complex conformation of known
active ligands. The protein-based approaches perform pharmacophore modeling solely through
structural data of the protein binding site, making them applicable in more general situations, even
when the active ligand is unknown. However, most protein-based approaches heavily rely on expert
intuition and occasionally require resource-intensive procedures like molecular dynamics, molecular
docking, or fragment crystal structures [26]. While several automated protein-based approaches
[24, 25] have emerged, they are designed for the fine-screening process, leaving a lack of fully
automated protein-based approaches for pre-screening.

1IUPAC [18] definition: “an ensemble of steric and electronic features that is necessary to ensure the optimal
supramolecular interactions with a specific biological target and to trigger (or block) its biological response"
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Figure 2: The detailed scheme of PharmacoNet. a. The architecture of deep learning model for
fully automated protein-based pharmacophore modeling. For visualization, 3D feature maps are
represented as 2D maps. The complex-based pharmacophore model is constructed from the crystal
structure of the protein-ligand binding complex. (Section 2.1) b. The graph-matching algorithm for
inexact graph matching. The numbers in the figure are arbitrary values. (Section 2.2)

To this end, we proposed PharmacoNet, the first deep-learning framework for structure-based phar-
macophore modeling, as illustrated in Figure 1 and 2. First, it performs fully automated protein-based
pharmacophore modeling through framing into image instance segmentation deep learning modeling.
Then, it performs coarse-grained graph matching between the pharmacophore model and the ligand
at the pharmacophore level to predict the binding pose. Finally, we introduce a novel scoring function
based on pharmacophore pairwise distance likelihood instead of atom pairwise interactions between
the protein and ligand. PharmacoNet is extremely fast yet reasonably accurate and efficiently retains
hit candidates during the pre-screening process. In this work, PharmacoNet evaluated a million
molecules for pre-screening potential inhibitors for KRAS-G12C in 11 minutes on 16 CPU cores of
Intel Xeon Gold 6234.
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2 PharmacoNet Architecture

The high-level protocol of our framework is described in Figure 1. The model architecture used in
PharmacoNet for pharmacophore modeling is shown in Figure 2a, Section 2.1, and Appendix 5.1.
The model training and training dataset is detailed in Appendix 5.2. The graph matching algorithm is
described in Figure 2b, Section 2.2 and Appendix 5.3. The scoring function is explained in Section
2.3. The code is available at https://github.com/SeonghwanSeo/PharmacoNet.

2.1 Deep learning-based pharmacophore modeling

2.1.1 Instance image segmentation for pharmacophore modeling

Similar to our approach, Skalic et al. [27] developed LigVoxel, a 3D CNN-based deep learning model
for inpainting the chemical functionality map from the pocket image. However, LigVoxel generates
only one map for each of the three functional types (aromatic, H-bond donor, and H-bond acceptor), so
it is impossible to recognize individual pharmacophoric features or ensure supramolecular interactions
with the binding site. In the pharmacophore modeling, it is essential to identify the nature of each
pharmacophore, including its coordinates, counterpart protein functional groups, and NCI between
them [18]. For the identification of individual pharmacophores and their properties, we frame
pharmacophore modeling as an image instance segmentation problem, as shown in Figure 2a.

Image segmentation divides an image into segments based on either categories or instance-level
criteria [28, 29]. Semantic segmentation classifies pixels into categories so that the different objects
can be grouped into a single segment, similar to LigVoxel. In contrast, instance segmentation achieves
the recognition of both the segment and the category for each object by following procedures: 1)
object detection, 2) bounding box delineation, 3) category classification, and 4) binary mask (segment)
prediction [29]. In the context of tailoring to pharmacophore modeling, the key differences are:

1. Instead of detecting objects from images, our deep learning model selects protein hotspots
(instances) among protein functional groups (tokens) in the binding site. When a single
functional group can form multiple types of NCIs, it is treated as multiple tokens.

2. Each instance already contains an NCI type (class). Moreover, the possible region (bounding
box) for pharmacophore can be obtained from prior knowledge of the maximum length of
NCI. Therefore, the deep learning model does not predict its class and bounding box.

3. A single voxel may belong to multiple instances.
4. The deep learning model also addresses an image inpainting problem because the space in

the binding site is empty. Therefore, there is no definitive answer for the segmentation.

PharmacoNet completes the pharmacophore modeling process in seconds on a single NVIDIA RTX
3090 GPU. Compared to molecular graph representation, 3D image representation requires more
computational cost than molecular graph-based modeling but is advantageous for representing the
probability density map of pharmacophores on a grid. Given that pharmacophore modeling occurs
only once for a protein binding site before the virtual screening process, this computational demand
is not a significant issue.

2.1.2 Ground truth: complex-based pharmacophore model

To establish the ground truth for the protein-based pharmacophore modeling, we use the complex-
based pharmacophore model obtained from the crystal structures of protein-ligand complexes in the
PDBBind v2020 dataset [30]. We considered the protein-ligand functional group pairs that form
NCIs as the pairs of the protein hotspot and the pharmacophore. The identification of NCIs was
performed using the Protein-Ligand Interaction Profiler (PLIP) [31]. For pharmacophore modeling,
we used the 7 pharmacophore types: hydrophobic carbon, aromatic ring, H-bond donor & acceptor,
halogen atom, cation, and anion.

Typically, the length of NCIs is less than 6.0 Å, so it is unnecessary to consider regions far from
the pocket cavity when predicting protein hotspots or pharmacophores. We delineate two cavity
regions based on the length of the NCI: one within 5.0 Å from the ligand atoms in crystal structure
for short-range interactions (hydrophobic interaction, H-bond, and halogen bond) and another within
7.0 Å for long-range interactions (π–π stacking, cation–π interaction, salt bridge).
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2.2 Coarse-grained graph matching

To predict the binding pose of a ligand in a protein, PharmacoNet finds the matching pattern between
the ligand and the pharmacophore model. The ligands can be abstracted at the pharmacophore level
by representing the molecular graph of a ligand in terms of functional groups instead of atoms. Then
the pharmacophore model and the ligand functional group arrangement can be represented as 3D
complete graphs, so the binding pose prediction problem can be treated as an inexact graph-matching
problem. Since inexact graph matching allows for some tolerance between the correspondence
between nodes and edges in two graphs, there are many possible graph matches (PGMs). To select
the most appropriate graph match, a scoring function that reflects the number of matched nodes and
the error in the length of edges is required. Inexact graph matching can be performed between a
pharmacophore model and the ligand based on the scoring function and the score of the top-scoring
graph match is graph-matching score which means the graph similarity.

Ligand functional group arrangements. The complete graph of the ligand is denoted as GL =
(VL, EL), where each node vli ∈ VL represents the ligand functional group and it contains the set of
its possible pharmacophore types Tl

i. The edge is denoted as elij ∈ EL. For ligand conformer C, the
position of node vli is xl

i(C), and the length of edge elij is ζ(elij , C) = ||xl
i(C)− xl

j(C)||.

Pharamcophore model. The complete graph of the pharmacophore model GP = (VP , EP ) con-
tains pharmacophores as nodes, and each node vpi ∈ GP has a token score spi , a center position
xp
i , and a radius rpi obtained from Equation 9, 13, and 14 in Appendix 5.1, with a pharmacophore

type tpi . For each edge epij ∈ EP , the mean and covariance of length are µ(epij) = ||x
p
i − xp

j || and

σ(epij) =
√
(rpi )

2 + (rpj )
2, respectively.

Clustering. In the ligand molecules, one functional group often contains numerous functional
groups. For example, 1 aromatic ring such as benzene contains 6 hydrophobic carbons. To improve the
efficiency of the graph matching, we perform clustering for the ligand graph. The set of clusters is CL

where each cluster Cl
i ∈ CL is a set of vli′ . In addition, we perform clustering for the pharmacophore

model because one ligand functional group can form interactions with multiple protein functional
groups, i.e. one vl can be matched with multiple vp. The set of clusters is CP where each cluster
Cp

i ∈ CP is a set of vpi′ . Graph matching is done on a per-cluster basis, not a per-node basis. The
clustering algorithm is described in Appendix 5.3.2.

Graph-matching algorithm. We can represent a PGMM as the set of pairs of ligand cluster and
pharmacophore model cluster, {(Cl

i1
, Cp

j1
), (Cl

i2
, Cp

j2
), ...}. In the context of inexact graph matching,

the number of all PGMs is (|CP |+1)|C
L|, and the computational requirements increase exponentially

with the complexity of the ligand or pharmacophore model. Therefore, the efficient graph-matching
algorithm is mandatory.

Indeed, most PGMs are physically infeasible. For example, it is not reasonable for two ligand
functional groups that are only 1 Å to correspond to two pharmacophores that are 10 Å. To account for
this, we use the distance constraint between cluster pairs as detailed in Appendix 5.3.3. Furthermore,
an ensemble of ligand conformers shares a common core structure. Across the various conformers,
the feasible PGM patterns for the core structure satisfying the distance constraints show substantial
similarities. As a result, graph matching for numerous conformers can be performed simultaneously
by identifying a PGM pattern for their core structure and then performing graph matching for
the remaining part. To this end, we implemented the algorithm inspired by the depth-first search
algorithm, details of which can be found at https://github.com/SeonghwanSeo/PharmacoNet.

2.3 Scoring function

Recently, Shen et al. [32] reported the state-of-the-art scoring model based on the pairwise atom
distance likelihood between protein and ligand instead of scoring in the unit of energy. This has
the advantage of allowing relative comparisons between ligands without the need for mapping to
experimentally measured affinity values. Similarly, we propose a distance likelihood-based scoring
function to score and rank the PGMs.
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A Gaussian Mixture Model is used to express the probability density function of the distance between
the ligand graph nodes. For the two cluster pairs (Cl

i1
, Cp

j1
), (Cl

i2
, Cp

j2
) ∈M, the probability density

function of the distance d between vla ∈ Cl
i1

and vlb ∈ Cl
i2

are follows:

IMa = {s|s ∈ {1, 2, ..., |VP |}, vps ∈ Cp
s , t

p
s ∈ Tl

a}
IMb = {t|t ∈ {1, 2, ..., |VP |}, vpt ∈ Cp

t , t
p
t ∈ Tl

b}

P (d|M, elab) = FM
ab (d) = A

∑
s∈IM

a

∑
t∈IM

b

πstN (d|µ(epst), σ(e
p
st)

2) (1)

where A is the normalizing constant and the weight of each component is the πst = W[tps ]W[tpt ]s
p
ss

p
t .

The weights for each pharmacophore type W[t] are in Appendix 5.3.1. Note that the probability
density function FM

ab is independent of the ligand 3D conformer C.

The score of PGMM for ligand conformer C can be represented as the weighted sum of pharma-
cophore pairwise distance likelihood:

sedge(C|M, elab) =

{
wM

ab F
M
ab (ζ(e

l
ab, C)) if IMa ̸= ∅, IMb ̸= ∅

0 else

Score(C,M) =
∑

elab∈EL

sedge(C|M, elab) (2)

where wM
ab =

∑
s∈IM

a
W[tps ]s

p
s/|IMa | ×

∑
t∈IM

b
W[tpt ]s

p
t /|IMb |.

3 Experiments

3.1 Benchmark Study

Virtual screening benchmark. The widely-adopted virtual screening benchmarks are CASF-2016
[33], DUD-E [34], and DEKOIS2.0 [35]. However, CASF-2016 only contains 285 molecules and
is not well-suited as a benchmark for the pre-screening task. In contrast, both the DUD-E and
DEKOIS2.0 benchmarks are more similar to real-world scenarios. The DUD-E benchmark comprises
102 targets and offers several hundred actives, along with 50 decoys for each active, all sharing similar
physicochemical properties. Likewise, DEKOIS2.0 contains 81 distinct targets, with 40 actives and a
substantial 1200 decoys for each target. Consequently, our benchmark tests were conducted on both
DUD-E and DEKOIS2.0 test sets.

We compared PharmacoNet with state-of-the-art conventional docking methods such as GLIDE
(commercial) [7], AutoDock Vina [8], and SMINA [9]. In addition, the comparison with the non-
structure-based deep learning model for pre-screening, DeepBindGCN [17], is in Appendix 5.5.2.

Runtime benchmark. We followed the benchmark proposed by Stärk et al. [10], which measures
the average runtime on 363 complexes discovered since 2019 from PDBBind v2020. Along with
the methods in the conventional docking programs, we also include structure-based deep learning
models for binding pose prediction, GNINA [36], EquiBind [10], TANKBind [11], and DiffDock
[12]. (Appendix 5.5.3)

Evaluation metric. The screening power is assessed with the top α% enrichment factor, EFα%,
which is defined as the ratio of the percentages of the active ligands in the top α% predictions to
the percentages of the active ligands in the total library, and AUROC, the average area under the
receiver operating characteristic. For runtime measurements, the processes that are performed before
the virtual screening process are not considered, such as preprocessing of protein or generation of
initial conformers for ligand.

Inference details. We generated ligand conformers with RDKit ETKDG [37, 38] from the SMILES
and used the top graph matching score among the conformers for screening. As the default exhaus-
tiveness of Autodock Vina and SMINA is 8, we compared the screening performance of our model
when using a single conformer and 8 conformers.
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Table 1: Results of the benchmark study. The top half contains conventional molecular docking
methods, and the middle and bottom half contain our framework. The number after our model means
the number of RDKit conformers used for scoring. We reused the number reported in Shen et al. [39]
and Sunseri and Koes [40] for accuracy and Corso et al. [12] for runtime. We ran our model in a 16
CPU-cores environment with Intel Xeon Gold 6234. ‘*’ indicates that the method runs on a single
CPU core. PharmacoNet-U means that the scoring function does not use weights for pharmacophore
types. PharmacoNet-R means that our deep learning model is trained with a restricted training set.

DEKOIS2.0 DUD-E PDBBind v2020 [10]
Methods EF0.5% EF1% EF5% AUROC EF1% 16-CPU Runtime (s)

GLIDE (comm.) 14.6 12.5 6.30 0.747 23.6 1405*
AutoDock Vina 5.46 4.51 2.82 0.633 9.93 205
SMINA 4.62 4.04 2.72 0.627 9.57 126

PharmacoNet (8) 3.75 3.42 2.41 0.624 5.73 0.0024
PharmacoNet (1) 3.43 3.23 2.55 0.625 5.36 0.0018
PharmacoNet-U (8) 1.57 1.73 2.04 0.603 4.19 0.0024
PharmacoNet-R (8) 3.53 3.07 2.54 0.622 4.78 0.0024

Result. Table 1 highlights that our model is significantly faster than existing energy-based docking
methods and deep learning-based models for binding pose prediction. Our method outperforms the
fastest conventional docking program, SMINA, by a factor of 50,000. To achieve this speed-up,
our framework uses a coarse-grained graph-matching algorithm that predicts pharmacophore-level
binding poses implicitly without considering atomic-level modeling, as illustrated in 2b. In addition,
our scoring function has only 7 parameters, in contrast to conventional scoring functions that rely on
numerous parameters. Despite these simplifications, our framework exhibits reasonable accuracy
through pharmacophore-level abstraction.

Analysis: runtimes by the number of conformers. Furthermore, it is worth noting that the
computational cost does not increase significantly when using multiple ligand conformers. In this
experiment, we used either 1 or 8 conformers generated by ETKDG for each ligand. However,
real-world virtual screening scenarios [1, 6] often involve multi-conformer databases containing tens
to hundreds of conformers for each ligand, typically generated by fast conformer generation software
such as OMEGA [41]. Since our graph-matching approach is similar to exhaustive rigid-body docking
methods [42, 43], which uses numerous ligand conformers to account for the flexibility of the ligand
structure, so using more conformers can improve accuracy. To assess the efficiency of our framework
in handling large numbers of conformers, we measured the runtime according to the number of
ETKDG conformers, as shown in Appendix 5.5.4. The average runtime for 100 conformers is 8.9 ms,
while for a single conformer is 1.8 ms, and this result indicates the effectiveness of our framework in
real-world scenarios.

Analysis: weights for pharmacophore types. Our scoring function relies solely on the weights
assigned to each pharmacophore type as its parameters. In this study, these weights were determined
based on prior knowledge of the relative contribution of each pharmacophore to protein-ligand
binding as described in Appendix 5.3.1. To investigate the factors affecting the performance of our
framework, we performed an ablation study (PharmacoNet-U) using the DEKOIS2.0 benchmark and
the DUD-E benchmark used in previous experiments. Table 1 shows that the accuracy of our scoring
function is improved by reflecting the chemistry of protein-ligand binding. Given that the current
scoring function only uses 7 hand-designed parameters for pharmacophore types, higher performance
can be reached by using additional parameters such as atom type with parameter fitting.

Analysis: generalization ability of deep learning model. In this work, we trained our model
with PDBBind v2020 [30] dataset which contains 19,443 molecules. Since the limited number of
structural data relative to the topological complexity of the protein-ligand complexes, A common
challenge of deep learning approaches in drug discovery is the low generalization ability to proteins
not encountered during training [44]. To address this, we simplify the topology of the protein-ligand
complex through coarse-grained modeling at the pharmacophore level and incorporate distance
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Table 2: Results of the pre-screening. ‘Filtration rate’ and ‘Number of retained’ indicate the filtration
rates of pre-screening and the number of remaining molecules after pre-screening, respectively. ‘Total
time’ is the time spent on the entire virtual screening including pre-screening (PharmacoNet) and
fine-screening (SMINA). The last line represents the baseline scenario without any pre-screening.

Filtration Number of KRAS Average Total time (hours)
rate retained EF100 EF500 EF1000 docking score 16-CPU

90% 100,000 5.46 4.86 4.76 -8.35 150
95% 50,000 8.53 7.74 7.50 -8.43 75
98% 20,000 9.92 9.33 9.58 -8.50 31
99% 10,000 15.9 12.5 12.0 -8.55 15

- 992,235 - - - -7.66 1300

constraints based on the maximum length information of NCIs. To improve generalization ability, we
incorporated pharmacology as an inductive bias into the deep learning model and tailored the image
instance segmentation architecture to pharmacophore modeling.

In the evaluation of the generalization capabilities of our model, we conducted experiments
(PharmacoNet-R) using a restricted dataset consisting of 5000 training complexes and 500 vali-
dation complexes randomly selected from the original training and validation sets, representing 30%
of the PDBBind v2020 dataset. Table 1 shows that the model trained on this restricted training set has
a slightly lower overall performance. Nevertheless, it remains competitive in terms of AUROC and
performs better than the baseline in EF5%. This result demonstrates that the model can learn overall
pharmacological features even with a limited training set, indicating that our approach achieves high
generalization ability.

3.2 Pre-screening for Large-Scale Virtual Screening

To assess the effectiveness of our model’s pre-screening capabilities, we performed a large-scale
virtual screening of 1 million ChEMBL molecules for KRAS (G12C), a challenging drug target. One
of the key objectives in the pre-screening is to retain the hit candidates, the molecules with the best
docking scores. Note that only the top 100 to 1000 molecules in the entire library are considered hit
candidates for experimental validation. In evaluating the pre-screening performance of our framework,
we used the top-N enrichment factor, denoted EFN , which is defined as the ratio of the percentages
of hit candidates in the retained molecules to the percentages of these candidates in the entire library,
when the hit candidates are considered as the top N molecules with the highest docking score in
the entire library. Furthermore, we measured the average docking score in conjunction with the
enrichment factor. For the pre-screening stage, we used the top graph matching score among the 10
RDKit ETKDG conformers for each ligand, and for the fine-screening stage, we used SMINA with
default settings.

The pre-screening process was remarkably efficient, taking only 11 minutes for 1 million molecules
on 16 CPU cores. The results in Table 2 show that our model can significantly reduce the total
virtual screening time while effectively retaining hit candidate molecules. By filtering out 90% of the
molecules from the library, our model retained more than half of the top 100 hit candidates (0.01% of
the library), and 16 of those with a 99% filtration rate. Moreover, it’s worth noting that increasing
the filtration rate of pre-screening improved the average docking scores of the remaining molecules.
These observations suggest that there is a trend between our scores and energy-based docking scores,
even though energy is not considered in model training.

Figure 3 shows the generated pharmacophore model for KRAS. Interestingly, in the SMINA docking
pose of CHEMBL183526, which achieved the highest matching score, the chlorine atom (indicated
by a red circle) aligns with the halogen atom pharmacophores (represented by yellow spheres) in
our model, demonstrating the ability of our model to identify pharmacophore sites. Notably, the
corresponding halogen bond was absent from both the X-ray (PDBID: 6OIM) and cryo-EM (PDBID:
8G47) structures of AMG-510, a known inhibitor of KRAS. This indicates the potential of our model
to reveal unknown pharmacophores contributing to energy stabilization, which are not present in the
complex structure of the active ligand.
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(a) Pharmacophore model (b) AMG-510, crystal structure (c) CHEMBL183526

Figure 3: Visualizations of the pharmacophore model for KRAS. The color of pharmacophore and
hot spot is as follows: orange for hydrophobic carbon, purple for aromatic ring, red for anion, blue
for cation, cyan for H-bond donor, magenta for H-bond acceptor, and yellow for halogen atom and
halogen bond acceptor. (a) The generated pharmacophore model of the binding site (PDB ID: 6OIM).
(b) The crystal structure of the known inhibitor (AMG-510). (c) The SMINA docking pose of the
ligand with the highest score of pre-screening.

3.3 Limitations

PharmacoNet relies on a scoring and graph-matching algorithm at the pharmacophore level, which has
reasonably accurate and strong generalization capabilities without the need for a detailed parameter-
fitting procedure. However, this approach has a trade-off; it does not capture atomic-level features.
For example, it cannot distinguish between variations in the strength of the same salt bridge due to
differences in charge and atom type, nor does it account for intramolecular energy.

To address these limitations, it may be useful to integrate force-field-based approaches such as UFF
[45] and MMFF [46] and atomic-level details into the graph-matching and scoring algorithm, where
a parameter-fitting process becomes essential. In particular, a promising avenue for improvement
is the integration of a machine learning or deep learning-based approach into the graph-matching
algorithm. This integration will significantly enhance our framework’s ability to account for fine-
grained details and account for intramolecular energy factors, ultimately leading to improved accuracy
and performance.

Furthermore, designing a balanced scoring model for both binding pose prediction and screening has
long been a challenge in the molecular docking task [32, 47]. The success of the re-scoring models
[32, 47, 44, 39] based on docking pose indicates that our framework has the potential to improve
accuracy by integrating additional scoring functions tailored to each task, rather than relying on a
single function for both.

4 Conclusion

In this work, we have demonstrated for the first time the ability and potential of a deep learn-
ing approach based on pharmacophore modeling. Our novel model, PharmacoNet, a 3D image
instance segmentation model for generating pharmacophore models, opens up fresh avenues of
the structure-based deep learning approach by coarse-grained modeling of proteins and ligands at
the pharmacophore level. With a coarse-grained graph-matching algorithm and a simple distance
likelihood-based scoring function, our framework achieves significant speed-up with reasonable
accuracy and high generalization ability. Moreover, our framework has revealed its potential as a
pre-screening method in the realm of large-scale virtual screening. We believe that the incorporation
of pharmacophore modeling and pharmacophoric knowledge into deep learning-based methods paves
the way for innovative breakthroughs in drug discovery.
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5 Supplementary Material

5.1 Detailed Model Architecture

5.1.1 Atomic features

For each atom in the binding site, we use the residue type (20 common amino acids and unknown for
others), atom type (C, N, O, S, and unknown for others), and functional group type (hydrophobic
carbon, H-bond donor & acceptor, halogen bond acceptor, aromatic ring, cation, and anion) as an
atomic feature. All water molecules and metal ions are omitted.

5.1.2 Voxelization of binding site

We represent the protein binding site as a 3D voxelized image. In this work, we used an image size of
64× 64× 64 with a resolution of 0.5 Å to represent the binding site, resulting in a box side length of
32 Å. Note that the side length of the recommended maximum search box of AutoDock Vina is 30 Å.

For the protein binding site B, the coordinates and atomic features of the binding site atom are denoted
xb
i ∈ R3 and hb

i ∈ RC , respectively. Then, the 3D input image I ∈ RD×H×W×C is represented as
follows:

Id,h,w,: =

Nb∑
i

K(||T I→B([d, h, w])− xb
i ||)× hb

i (3)

K(x) =

{
e−2x2

if x ≤ 1.5(Å)

0 else
(4)

where K is a kernel function, N b is the number of atoms in binding site, D, H , W are the spatial
dimensions, and C is the number of atomic features. T A→B is the mapping between the voxel
coordinates system and the real-world coordinates system, e.g. T I→B([d, h, w]) is the real-world
coordinates of a voxel with coordinates of [d, h, w].

5.1.3 Protein hotspot prediction

To detect protein hotspots, PharmacoNet uses the Feature Pyramid Network [48] with a 3D extension
of the Swin Transformer V2 Encoder [49], which is typically used in object detection tasks. The
network obtains multi-scale 3D feature maps:

F = {F(1),F(1/2), ...} = ϕbackbone(I) (5)

where F(s) ∈ RsD×sH×sW×Cs is the feature map for each scale s and corresponding hidden
dimension Cs.

Each protein functional group (token), denoted as tti, contains its coordinates xt
i, and its NCI type

(class) cti. Since some functional groups can form multiple types of interactions, our deep learning
model distinguishes them with their interaction type. The score of each token for determining whether
it is a hotspot or not is then calculated as follows:

di, hi, wi = T B→F(1)

(xt
i) (6)

zti = ϕtoken(F
(1)
di,hi,wi,:

, cti) (7)

yti = sigmoid(ϕscore(zti)) (8)

sti = P (Xscore
cti

< yti) (9)

where the Xscore
cti

is the random variable of the sigmoid score (yti ) distribution of all tokens within
the cavity in the validation set. As the number of protein hotspots constitutes only a small fraction
of all tokens, we use the token score’s relative position within the score distribution, sti, instead of
directly using the sigmoid score in the scoring function for PharmacoNet. The score distribution and
threshold for each NCI type are in Appendix 5.5.1.
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5.1.4 Binary mask prediction for each cavity

We defined two types of cavities based on the length of the NCI. Each cavity is obtained as follows:

Clong = sigmoid(ϕcavity
long (F(1))) (10)

Cshort = sigmoid(ϕcavity
short (F

(1))) (11)

where Clong,Cshort ∈ {0, 1}D×H×W represent binarized outputs with a threshold of 0.5 for the cavity
regions corresponding to long-range and short-range interactions, respectively.

5.1.5 Binary mask prediction for each protein hotspot

In the instance segmentation manner, our model predicts the optimal positions of the pharmacophore
for each protein hotspot:

D = sigmoid(ϕmask(F,xt
i, z

t
i))⊙ Cshort (12)

where the D ∈ [0, 1]D×H×W is the density map, and the binary mask is obtained from D with the
threshold of 0.5. We perform the Gaussian smoothing with the kernel size of 5 and the sigma of
0.5 to reduce the noise in the model output. Then, the voxels within 1 Å from protein atoms are
masked, since NCIs are much longer than 1.0 Å. Moreover, the radius of the bounding box according
to pharmacophore type is as follows:

• 4.5 Å for hydrophobic interaction, halogen bond, and H-bond

• 6.0 Å for π–π stacking and salt bridge

• 6.5 Å for cation-π interaction

Each radius is longer than the maximum distance in the default hyperparameters of Protein-Ligand
Interaction Profiler (PLIP) [31].

5.1.6 Pharmacophore modeling from segmentation map

The pharmacophores for each protein hotspot can be represented as the segments in a corresponding
binary mask. When there are multiple segments in a single binary mask, each segment is considered
a distinct pharmacophore. Since the segment is the group of voxels, the center ∈ R3 and radius ∈ R
of the corresponding pharmacophore are defined as follows:

center =
1∑N

n Ddn,hn,wn

N∑
n

Ddn,hn,wnT D→B ([dn, hn, wn]) (13)

radius = 3
√
N/(4π/3)× resolution (14)

where N is the number of containing voxels, dn, hn, wn is the coordinates of each voxel in the
segment, and Di are the model output and binary mask corresponding to the pharmacophore.

5.2 Deep learning model training and inference

Dataset. We used the PDBbind v2020 dataset [30], a collection of high-resolution crystal structures,
and measured binding affinities for 19,443 protein-ligand complexes deposited in the Protein Data
Bank (PDB) [50]. Following Shen et al. [32], we partitioned the dataset into 17,658 training
complexes and 1,500 validation complexes, excluding 285 CASF-2016 [33] test complexes. We
omitted 8 complexes from the training set that contained multiple ligands. The center of mass of the
active ligand was taken as the center of the binding site, and random translations and rotations were
applied for data augmentation.

Objective function. From the complex-based pharmacophore model which is the ground truth
pharmacophore model, we set the sigmoid scores for the protein hotspots to 1, otherwise 0. Each
pharmacophore is voxelized into a 3D binary mask for its hotspot, where voxels within 1.0 Å are set
to 1, otherwise 0. The cavities are also voxelized to 3D binary masks. The dimensions of the ground
truth 3D binary masks are (D,H,W ).
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For the instance segmentation modeling, we utilize two loss terms, which are pixel-wise binary mask
loss and binary classification loss. Both loss terms employ the binary cross entropy loss function
between ground truth and deep learning model prediction obtained from Equation 8, 10, 11 and 12.
(Appendix 5.1)

Training details The prediction of binary masks for each pharmacophore is carried out using a
3D-CNN which is computationally expensive. As a result, we train the model by sampling up to 6
pharmacophores for each complex in each training iteration. Furthermore, the number of protein
hotspots (instances) is considerably smaller compared to the total number of functional groups
(tokens) present within the binding site. Consequently, we sample up to 200 tokens for each complex,
with priority given to protein hotspots, tokens within cavities, and remaining tokens to reduce the
data imbalance.

For the Swin Transformer V2-based encoder, we used the SwinV2-T configuration with the exception
of the patch size of 2 and the window size of 4. The total number of parameters of our deep learning
model is 31M. We use AdamW optimizer [51] for 200,000 iterations with a batch size of 8, the
learning rate of 1 × 10−4, weight decay of 0.05, and (β1, β2) of (0.9, 0.999). The model training
takes about 48 hours on 4 NVIDIA RTX 3090 GPUs.

Inference details. The voxel outside the maximum distance of the NCI (based on the PLIP rule)
from the corresponding hot spot is masked with 0. In addition, the voxels within 1.0 Å of all protein
atoms are masked. Finally, the model performed gaussian smoothing with a kernel size of 5 and a
sigma of 0.5 to reduce the noise in the segmentation map.

5.3 Graph-Matching Algorithm.

All notations are defined in Section 2.2.

5.3.1 Parameters for scoring function

In this study, these weights were determined based on prior knowledge of the relative contribution
of each pharmacophore to protein-ligand binding. Hydrogen and halogen bonds were considered
comparable in terms of their characteristics and strengths, with both significantly outweighing the
influence of hydrophobic interactions. Furthermore, salt bridges were considered stronger than both
hydrogen and halogen bonds, while π–π stacking was recognized as a predominant driving force
contributing to complex stability, particularly in terms of entropy. Based on this prior knowledge, we
set the weight as follows:

W[t] =


1 if t is Hydrophobic carbon
4 if t in {H-bond donor, H-bond acceptor, Halogen atom}
8 if t in {Cation, Anion, Aromatic ring}

5.3.2 Clustering algorithm

Ligand functional groups. We perform clustering for ligand functional groups according to the
following criteria:

• The cations, anions, H-bond acceptors, and H-bond donors in the same functional group are
grouped.

• The aromatic ring and hydrophobic carbons in the same functional group are grouped.
• The hydrophobic carbons in the same carbon chain are grouped.
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Pharmacophore model. Algorithm 1 describes the clustering algorithm for the pharmacophore
model.

Algorithm 1 Pharmacophore Model Graph Clustering Algorithm

1: UsedNodes← {}
2: CP ← {}
3: for vpi in GP do
4: if vpi in UsedNodes then
5: continue
6: end if
7: Cp ← {vpi }
8: if tpi in {Cation, Anion, Aromatic} then
9: for vpj ̸= vpi in GP do

10: if tpi = tpj and ||xp
i − xp

j || < 1.5Å then
11: add {vpj } to Cp

12: else if ||xp
i − xp

j || < 3.0Å then
13: if tpi in {Cation, Anion} and tpj in {H-bondDonor, H-bondAcceptor} then
14: add vpj to Cp

15: else if tpi is Aromatic and tpj is HydrophobicCarbon then
16: add vpj to Cp

17: end if
18: end if
19: end for
20: end if
21: add Cp to CP

22: UsedNodes← UsedNodes ∪ Cp

23: end for
24: for vpi in GP do
25: if vpi in UsedNodes then
26: continue
27: end if
28: Cp ← {vpi }
29: if tpi in {HydrophobicCarbon, HalogenAtom} then
30: for vpj ̸= vpj in GP do
31: if tpi = tpj and ||xp

i − xp
j || < 3.0Å then

32: add {vpj } to Cp

33: end if
34: end for
35: else if tpi in {H-bondDonor, H-bondAcceptor} then
36: for vpj ̸= vpj in GP do
37: if tpj in {H-bondDonor, H-bondAcceptor} and ||xp

i − xp
j || < 3.0Å then

38: add {vpj } to Cp

39: end if
40: end for
41: end if
42: add Cp to CP

43: UsedNodes← UsedNodes ∪ Cp

44: end for
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5.3.3 Distance-based filtering algorithm

Algorithm 2 Distance-based Filtering Algorithm

1: Input: (Cl
i1
, Cp

j1
), (Cl

i2
, Cp

j2
), C

2: Ntotal = 0
3: Npass1 = 0

4: for vla1
in Cl

i1
do

5: for vla2
in Cl

i2
do

6: Npair = 0
7: Npass2 = 0
8: for vpb1 in Cp

j1
do

9: for vpb2 in Cp
j2

do
10: if tpb1 ̸∈ T l

a1
or tpb2 ̸∈ T l

a2
then

11: continue
12: end if
13: Npair ← Npair + 1

14: if |ζ(ela1a2
, C)− µ(epb1b2)| ≤ 2σ(epb1b2) then

15: Npass2 ← Npass2 + 1
16: end if
17: end for
18: end for
19: if Npair > 0 then
20: Ntotal ← Ntotal + 1
21: if Npass2 ≥ 0.5×Npair then
22: Npass1 ← Npass1 + 1
23: end if
24: end if
25: end for
26: end for
27: if Ntotal > 0 and Npass1 ≥ 0.5×Ntotal then
28: return True
29: else
30: return False
31: end if

5.4 Software details

Conformer generation. We used the ETKDG [38] version 3 (small ring) implemented in RDKit
[37].

Protein-ligand interaction profiler. To detect non-covalent bonds from the structure of a protein-
ligand complex in PDBBind v2020, we used the Protein-Ligand Interaction Profiler (PLIP) [31] and
Open Babel [52]. For flexible and fast data processing during the model training, we reimplemented
it while keeping the original PLIP rules except for the water bridge and the metal bridge.

Molecular voxelization. In this study, our framework voxelizes the binding sites or pharma-
cophores using Gaussian and binary kernels. To accomplish this, we introduce a new voxelization
tool, MolVoxel, designed to enable on-the-fly voxelization in various environments. MolVoxel is im-
plemented in Python and has minimal dependencies, rendering it highly versatile for a wide range of
deep learning and machine learning applications. Currently, it supports NumPy, Numba, and PyTorch
(with CUDA support). The code is available in https://github.com/SeonghwanSeo/molvoxel.
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5.5 Additional Result

5.5.1 Hot Spot Detection

Figure 4 shows the score distributions and thresholds for non-covalent interaction types. To determine
hot spots, we considered the top 40% of scores for π–π stacking, cation–π interactions, and salt
bridges, where the number of tokens is relatively small, and the top 20% of scores for hydrophobic
interactions, H-bonds, and halogen bonds, where the number of tokens is larger.

Figure 4: The sigmoid score distribution of tokens in the validation set. The blue histograms mean
the score distribution of hot spots and the orange ones mean the score distribution of all tokens
within cavities. The numbers in the parentheses mean the number of tokens. The red line means the
threshold for hot spot prediction.
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5.5.2 Comparison with non-structure-based deep-learning model for pre-screening

Zhang et al. [17] developed a deep learning model DeepBindGCN for pre-screening that works for
multiple targets by integrating the 1D molecular vector of a pocket and a ligand. The model uses only
the information of protein pocket and ligand 2D graph without the information of complex, so the
prediction can be performed by combining the pre-calculated vector of ligands and proteins.

However, spatial and topological information is lost during global pooling to represent them as
a 1D vector. Since the spatial coordination of protein and ligand is crucial in determining their
interactions, the loss of spatial information leads to low performance and generalization ability for
unseen target [44]. We compare the performance of our model with the DeepBindGCN-RG, the
regression version of DeepBindGCN. Table 3 shows that DeepBindGCN-RG is faster than our model
by GPU acceleration, but our model is faster in the CPU environment and shows better accuracy.

Table 3: Comparison with non-structure-based deep learning model for pre-screening, DeepBindGCN-
RG. EF0.5%, EF1%, and EF5% are average top 0.5%, 1.0%, 5.0% enrichment factor, respectively.
PDBBind is the runtime benchmark where ’16-CPU’ and ’GPU’ mean the average runtime for each
device. The numbers in parenthesis after our model mean the number of RDKit conformers used.

DEKOIS2.0 DUD-E PDBBind
Methods EF0.5% EF1% EF5% EF0.5% EF1% EF5% 16-CPU (s) GPU (s)

DeepBindGCN-RG 0.89 0.80 0.82 2.31 2.11 1.62 0.003 0.0005
PharmacoNet (8) 3.75 3.42 2.41 7.23 5.73 3.23 0.0024 -
PharmacoNet (1) 3.43 3.23 2.55 6.30 5.36 3.41 0.0018 -

5.5.3 Comparison with structure-based deep learning models for binding pose prediction

Recently, several deep learning models have been developed to predict the protein-ligand complex
conformation more accurately or quickly. To evaluate the efficiency of our coarse-grained graph-
matching algorithm, we performed a comparison with the corresponding models. Table 4 shows that
our method outperforms the fastest conventional docking programs by a factor of 10,000, and it is
still 10 times faster than the fastest deep learning model designed for binding pose prediction.

Table 4: Average runtime per prediction of conventional docking programs and several deep learning-
based approaches. The top five lines contain energy-based binding pose optimization approaches and
the middle three lines contain data-driven approaches based on complex crystal structures. The last
two lines show our models and the number after our model means the number of RDKit conformers
used. ‘*’ indicates that the method runs on a single CPU core. We reused the number from Stärk et al.
[10], Lu et al. [11], and Corso et al. [12] for baseline approaches.

Average Runtime (s)
Methods Type 16-CPU GPU
GLIDE (comm.) Energy-based binding pose prediction & scoring 1405* -
AutoDock Vina 205 -
QVina-W 49 -
SMINA 146 -
GNINA 247 146
EquiBind Data-driven binding pose prediction 0.16 0.04
TANKBind 0.54 0.28
DiffDock - 10/40
PharmacoNet (8) Coarse-grained graph matching & scoring 0.0024 -
PharmacoNet (1) 0.0018 -

16



5.5.4 Runtime according to the number of Ligand Conformers

We measured runtime using up to 100 conformers to understand how runtime increases with the
number of conformers used in the evaluation. The evaluation is performed on the same runtime
benchmark set proposed by Stärk et al. [10]. We attempted to generate ETKDG conformers up to
4,000 times for each ligand. We excluded 7 RDKit-unreadable molecules and 11 molecules for which
fewer than 100 conformers were generated from the result. The reported time is the average of 5 runs.
All measurements were made in a 16-CPU environment with the same machine, Intel Xeon Gold
6234.

Figure 5: Average runtime according to the number of RDKit ETKDG conformations.

5.6 Related Work

Protein-ligand binding pose prediction. Traditional binding pose prediction method is based on
physical energy-based scoring function and optimization algorithm [7–9]. Recent works improve
the performance by incorporating deep learning-based scoring function [36, 53]. Another promising
approach is to frame the pose prediction task as a regression problem [10, 11] or a generative
modeling problem [12] with deep learning. EquiBind [10] and TANKBind [11] directly predict
the atomic positions of the binding pose, so they are much faster than the traditional docking
methods. However, their performance has not reached that of traditional docking, and they often
cause steric crashes, leading to incorrect scores with physics-based and deep learning-based scoring
functions.[12, 54] DiffDock [12] succeeds in generating high-quality conformations through diffusion
generative modeling, but it is not fast enough to be used for pre-screening due to multiple denoising
steps.

Rigid exhaustive docking. The flexibility of the molecules is one of the biggest challenges to
predicting conformations. It makes optimization difficult by not only increasing the pose space but
also creating numerous local optima. To avoid this problem, one of the main docking strategies is
rigid-body docking with an ensemble of ligand conformers [7, 42, 43]. Rigid exhaustive docking is a
practical docking strategy with sets of numerous core conformations of ligands [10].

Machine learning-based scoring function for virtual screening. Recently, machine learning-
based and deep learning-based scoring functions have been developed to boost virtual screening.
The scoring strategies are usually divided into non-structure-based [17, 55] and structure-based [32,
39, 44, 47, 56] whether they take into account the conformations of protein-ligand complexes. Non-
structure-based scoring methods have the advantage of not requiring the use of complex structures
However, since the spatial relationship between protein and ligand is essential in determining their
interaction, structure-based scoring models show better performance and generalization ability by
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recognizing key interactions from the complex conformation [57]. Therefore, non-structure-based
models are usually used in ligand-based virtual screening with known active ligands of the target
protein [58, 59], and structure-based models are used in virtual screening strategies for general targets.

Model generalization to unseen protein. The generalization ability to unseen proteins is one of
the biggest challenges for structure-based scoring models. Several studies have pointed out that
deep learning models are often trained on the biases inherent in the data instead of the physical
interaction between proteins and ligands [32, 60]. To improve the generalization ability, incorporating
pharmacological properties as an inductive bias is a promising means in the various tasks of deep
learning-based drug discovery [44, 47, 61, 62].

Instance image segmentation. Image segmentation is the task of partitioning an image into
multiple segments. These segments may be delineated based on either semantic attributes (e.g.
person, dog, building) [28] or instance-level criteria [29]. Semantic segmentation was tackled as
a pixel classification problem, where each pixel is classified into one of the categories. Therefore,
different objects can be grouped into one segment in semantic segmentation. In contrast, instance
segmentation recognizes the segment and category for each object together. Instance segmentation is
divided into a two-stage approach that detects objects and then determines the mask of each object
[29], and a one-stage approach that performs segmentation on the entire image and then assigns a
category to each segment [63, 64].
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