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Abstract

Traditional drug development is a resource-intensive and time-consuming process
with a high rate of failure. To expedite this process, researchers have turned
to computational approaches to construct comprehensive graphs of drug-disease
associations and explore drug repurposing, finding novel therapeutic applications
for existing medications. In parallel, the rapid advancement of the machine-
learning field, coupled with the evolution of Natural Language Processing, shows
capabilities for reasoning and extracting relationships across various domains. In
this paper, we introduce LOVENet (Large Optimized Vector Embeddings Network),
a new framework maximizing the synergistic effects of knowledge graphs and large
language models (LLMs) to discover novel therapeutic uses for pre-existing drugs.
Specifically, our approach fuses information from pairs of embedding from Llama2
and heterogeneous knowledge graphs to derive complex relations of drugs and
diseases. To empirically validate our methodology, we conducted benchmarking
experiments against state-of-the-art algorithms, utilizing three distinct datasets.
Our results demonstrate that LOVENet consistently outperforms all other baselines.
The code for this project is available at https://github.com/KlickInc/brave-foundry-
drug-repurposing.

1 Introduction

The traditional experiment-guided drug development is a time-consuming and labor-intensive process.
On average, the journey from a new drug discovery to market takes 12 years and costs about 3
billion with only a small success rate Kraljevic et al. [2004]. As more biological and chemical
knowledge is accumulated over time, computational approaches, which can integrate and analyze
large high-throughput data, are considered as an alternative method to accelerate the process of drug
discovery and time to market. Indeed, machine-learning or deep-learning based researches have
explored several pharmaceutical topics including drug-drug interaction prediction Nyamabo et al.
[2022], drug adverse effect prediction Dey et al. [2018], as well as drug repurposing Kang et al.
[2023], Zhang et al. [2018].

The NeurIPS 2023 Workshop on New Frontiers of AI for Drug Discovery and Development (AI4D3 2023), New
Orleans, LA, USA, 2023.

https://github.com/KlickInc/brave-foundry-drug-repurposing
https://github.com/KlickInc/brave-foundry-drug-repurposing


Drug repurposing, also known as drug reprofiling or drug repositioning, is the process of discovering
new indications for existing drugs that were developed for different therapeutic purposes. Drug
repurposing provides a variety of advantages during the process of drug discovery, such as lower
risk of failure, less investment, and a shorter development time frame Kulkarni et al. [2023]. In the
beginning, most repurposing drugs were accidentally discovered in experimental or clinical settings.
With the continuous updating of large-scale biological, chemical, and pharmacological datasets,
computational technology has enabled researchers to predict drug-disease associations in data-driven
ways.

There has been an unprecedented surge of interest in Artificial Intelligence (AI) algorithms, partic-
ularly advanced large-language models (LLMs). These LLMs have demonstrated an unparalleled
ability to transform and analyze text data, making them capable of revolutionizing research across
biological and medical domains, such as ligand/drug design and DNA/protein sequencing Parrot et al.
[2023], Bagabir et al. [2022]. In this paper, we introduce the LOVENet architecture: a novel approach
that leverages the potential of LLM models and knowledge graph data to find new indications of
existing drugs. Our novel methodology harnesses the power of LLM models to extract comprehensive
representations of drugs and diseases. These representations are then integrated with a knowledge
graph, resulting in a potent fusion of textual and structured data sources. To validate our approach, we
benchmarked our results against state-of-the-art methods across three distinct datasets. The findings
from our study not only underscore the transformative potential inherent to LOVENet but also provide
insights on its capacity to push the boundaries of drug discovery.

2 Related Work

2.1 Drug repurposing prediction

Inferring potential new uses for approved or investigational drugs is an essential step in the drug
development process. With the accumulation of extensive biological, chemical, and medical datasets,
there has been growing interest in utilizing computational approaches to identify potential drug
repurposing candidates. The most popular computational approaches include (1) complex network
methods, (2) molecular docking, and (3) machine- or deep-learning methods.

Complex network methods evaluate the features of biological networks and recognize distinctive
network patterns capable of representing associations between drugs and diseases Lotfi Shahreza
et al. [2018]. Cheng et al. developed the method to quantify the network proximity between molecular
determinants of diseases and drug targets within the human protein-protein interaction network and
predict potential repurposing drugs that are closely connected to disease modules within the network
Cheng et al. [2018]. This network-driven drug discovery algorithm has been used to identify potential
repurposing drugs for COVID-19 Fiscon et al. [2021].

Molecular docking techniques involve extensive simulations of the physical interactions between
drugs and disease-related proteins, aiming to identify the most favorable binding conformation of
drugs for given disease-related proteins Kukol et al. [2008]. To conduct reliable and precise docking
simulations, it is crucial to have access to three-dimensional (3D) structures of both chemical ligands
and protein targets. The limited availability of 3D structures for many biologically significant proteins
has constrained the applicability and effectiveness of docking simulations.

Machine-learning methods appear more favorable than docking simulations, as they can examine
multiple large-scale datasets and identify a list of potential promising drug candidates for further
experimental screening and validation. Rodrigues et al. proposed a machine-learning framework
that uses large-scale pathological datasets to quantify the association between Alzheimer’s disease
pathology and human genes and predicted target affinities of drugs Rodriguez et al. [2021]. Physico-
chemical characteristics of drug compounds were fed into the Recurrent Neural Network (RNN)
model to identify potential repurposing drugs that share similar molecular characteristics of a given
disease Duvenaud et al. [2015]. Moreover, graph neural networks (GNN) have been proposed to
find potential drug-disease associations. These neural networks are a form of representation learning
that attempts to learn node embedding in heterogeneous graphs and further facilitate downstream
applications such as multi-labeled drug repurposing Sadeghi et al. [2022].
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2.2 Generative AI models for drug discovery

In the brief period following the introduction of ChatGPT, there has been a surge in the proposal
of large language models (LLMs) and generative AI systems for the purpose of conceiving and
characterizing potential drug candidates Vert [2023]. One research team has introduced an AI-driven
platform for generative drug design by utilizing a neural network to estimate the synthesizability of
molecules Parrot et al. [2023]. The synergy between generative AI and active learning facilitates
the design and refinement of chemical ligands with high affinity for binding to CDK2 and KRAS
Filella-Merce et al. [2023]. Furthermore, AI-generated antibody variants have been proposed to target
human epidermal growth factor receptor 2 (HER 2) and treat breast cancer Shanehsazzadeh et al.
[2023]. Although generative AI technology has been applied to diverse drug discovery fields, there
are a limited number of studies investigating its application to drug repurposing.

3 Methods

Predicting repurposing drugs (drug-disease associations) in a graph setting can be conceptualized as
a task of link prediction. This task seeks to estimate the likelihood of an existing association between
a specified drug vr and a disease vd node.

3.1 Benchmark dataset

We compiled three well-known drug-disease association benchmark datasets that are commonly used
for drug repurposing studies (colloquially termed as B-, C-, and F-datasets). These datasets have
different network characteristics including network connectivity and positive/negative data ratios Gu
et al. [2022]. B-dataset is proposed by Zhang et al. and comprises 269 drugs and 598 diseases
with 18,416 drug-disease associations Zhang et al. [2018]. C-dataset has 2,352 known drug-disease
associations which are composed of 663 drugs registered in DrugBank and 409 genetic diseases listed
in the Online Mendelian Inheritance in Man (OMIM) database Luo et al. [2016]. The F-dataset is
composed of 593 drugs from DrugBank and 313 associated diseases in the OMIM database (in total,
1,933 associations) Gottlieb et al. [2011].

3.2 Construction of drug-disease heterogeneous network

Three types of biological associations were used to construct a heterogeneous graph representing
drugs and diseases. First, drug-drug associations were determined utilizing the Simplified Molecular
Input Line-Entry System (SMILES) to extract binarized molecular fingerprints, with pairwise drug
similarities computed using Tanimoto metrics Godden et al. [2000]. Second, disease-disease
associations were defined by applying the MinMiner algorithm, which gauged the co-occurrence of
medical subject headings (MeSH) terms within disease descriptions. Then, drug-disease associations
were characterized using an adjacency matrix, which detailed node connections, and a node feature
matrix describing each node’s individual attributes.

3.3 Architecture of LOVENet

LOVENet is a fused algorithm that integrates graph convolutional network and LLM model (Figure 1).
This architecture enabled the training of both knowledge graph and LLM embedding simultaneously.
We adopted and modified the heterogeneous graph network architecture proposed by Gu et al. [2022].
The knowledge graph representation is as follows:

ZKG
i,j = GNN-Layer(vri , v

d
j ). (1)

where i and j are indexes to distinguish between various diseases and drugs. The embedding ZKG
i,j

denotes the KG model’s output for a specific disease-drug pairing in the knowledge graph.

Next, we employed Llama2 with 13 billion parameters Touvron et al. [2023] as our LLM model.
To extract embedding for every drug-disease association, the following sentence structure: "Is this
drug (vr) related to this disease (vd) answer yes or no?" was fed into the Llama2. This constructed
sentence was the foundation for generating the next word embedding probability. Our workflow
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Figure 1: The architecture of LOVENet. The LOVENet employs a heterogeneous graph representing
drug-disease (vr − vd) associations and integrates it with Llama2 embedding. Getting representation
from Llama2 includes sentence creation, tokenization, which pass through a series of Llama2 blocks.
Within the fusion layer, GNN and Llama2 embedding are concatenated together, and fed into a fully
connected network. Next, the output of the fusion layer is used to predict link probabilities between
drugs (vr) and diseases (vd).

began by applying tokenization to the input sentence, followed by passing it through the first 40
blocks of Llama2. We then extracted the output from the Language Model (LM) head layer, which
provided word probability distributions. Using this approach, we could create a dictionary where
each drug-disease association was key, and its Llama2 embedding was a corresponding value (purple
box in Figure 1). The Llama2 embedding is described as follows:

R1
i,j , . . . , R

n+1
i,j = Llama2 (w1, w2, vri , ..., v

d
j , ..., w

n). (2)

where sequence w represents the input word sequence for the Llama2 models, where n denotes each
word, including drugs and diseases. The (R1

i,j , . . . , R
n+1
i,j ) represents the output of Llama2, and

Rn+1
i,j represents a tensor with size of 32,000 showing the probability of the next word.

Our procedure followed by applying L2 normalization to the output of the heterogeneous GNN.
Simultaneously, L2 normalization is applied to the Llama2 embedding, which is then processed
through a fully connected network. These two results are subsequently fused and passed through a
sigmoid function. The following equation shows how knowledge graphs and Llama2 embedding
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Figure 2: Prediction performance of LOVENet. A. Percentage performance improvement of
LOVENet. The performance of seven state-of-the-art methods were compared with the perfor-
mance of LOVENet. Purple, orange, and green indicated performance improvement from B-, C- and
F-benchmark datasets, respectively. B. Shortest path lengths of true positives (TP), false negatives
(FN), false positives (FP), and true negatives (TN).

integrate.

Zllm
i,j = Fully-Connected(Rn+1

i,j ), (3)

ZFusion
i,j = Fusion-Layer(Zllm

i,j , ZKG
i,j ). (4)

where ZFusion
i,j is the fusion of the concatenation of the outputs of the fully connected layer after

Llama2 embedding Zllm
i,j and KG model embedding ZKG

i,j .

3.4 Training LOVENet

We fully trained the LOVENet network, including the heterogeneous GNN and LLM embedding
utilizing cross-entropy loss function. To show the robustness of our findings, we applied a 5-fold
cross-validation, and repeated the entire experiment 10 times with distinct random seeds.

3.5 Performance evaluation

To evaluate the performance of LOVENet, seven state-of-the-art methods that were recently proposed
to identify repurposing drugs (i.e. drug-disease associations) were extracted from Gu et al. [2022],
including (NIMGCN Li et al. [2020], LAGCN Yu et al. [2021], DRWBNCF Meng et al. [2022],
RGCN Kipf and Welling [2016], HAN Wang et al. [2019], HGT Hu et al. [2020], and MilGNet Gu
et al. [2022]). We then compare their performance with LOVENet. However, due to space constraints
in the paper, we focus our comparison primarily on MilGNet, the best algorithm in the benchmark,
and provide the rest in Appendix 1.

To ensure a comprehensive evaluation of our approach, we compare our performance with the sole
use of Llama2. In this scenario, we used the same structure of Llama2 as discussed in the previous
section without containing GNN followed by the same training procedure as LOVENet.

For further evaluation, LOVENet model trained by the B-dataset was applied to an independent
validation dataset. This independent validation set was created from manually curated drug-disease
associations, and composed of 266 drugs and 571 diseases with 5,427 drug-disease associations.
Drugs and disease in the independent validation dataset are part of B-dataset but their associations
are not included in the B-dataset. For the performance evaluation, AUROC (Area Under the Receiver
Operating Characteristic curve), AUPR (Area Under the Precision-Recall curve), and F1-score to
ensure a thorough and meaningful appraisal of our model’s capabilities.

To understand drug-disease associations within a biological system, we created a network of drugs,
genes, pathways, and diseases. Drug-gene, drug-pathway, disease-gene, and disease-pathway asso-
ciations were extracted from the Gene Ontology (GO) database Ashburner et al. [2000] and Kyoto
Encyclopedia of Genes and Genomes (KEGG) Kanehisa et al. [2012].
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4 Results and Discussion

4.1 Performance of LOVE predictive model for drug repurposing

We trained LOVENet models using three established benchmark datasets (B, C, and F-datasets),
and compared their performance with seven other state-of-the-art methods. Through a 10-repetitive
5-fold cross-validation, we observed that LOVENet consistently outperformed other state-of-the-art
methods (Figure 2A). LOVENet achieved 0.91±0.05 of AUROC which improved 24.52±33.78%
compared to other seven state-of-the-art methods across all three benchmark datasets (Figure 2A
and Table A.1). On average, LOVENet achieved 0.52±0.06 of AUPR, and 0.52±0.05 of F1-score
(Table 1). Notably, LOVENet exhibited an improvement of 2.34% in AUROC, 11.79% in AUPR,
and 5.52% in F1 compared to MilGNet, which had shown the best performance among seven other
methods (Table 1).

We also compared dataset-specific prediction performance. LOVENet achieved reasonable perfor-
mance across all B, C, and F datasets. LOVENet showed 0.86 (B-dataset), 0.95 (C-dataset), and 0.93
(F-dataset) of AUROC (Table 1). We also observed that LOVENet showed a significant performance
improvement in C- and F-data in terms of AUPR and F1-score when compared to MilGNet. Median
improvements were 32.90% for AUPR, and 56.97% for F1-score compared to the other seven methods
(Table A.1).

Moreover, a synergistic performance enhancement was observed by integrating the large language
model with the heterogeneous knowledge graph. Compare to the performance of Llama2, in the
overall evaluation, LOVENet showed improvements of 3.41%, 30%, and 30% in AUROC, AUPR
and F1-score, respectively (Table 1). This indicates that LOVENet consistently delivered strong
performance, maintaining stability and high accuracy irrespective of the data type, including network
density or size.

Table 1: Performance of LOVENet, MilGNet, and Llama2 on 3 benchmark datasets

Dataset AUROC AUPR F1-score

LOVENet MilGNet Llama2 LOVENet MilGNet Llama2 LOVENet MilGNet Llama2

B-data 0.86 0.85 0.84 0.52 0.47 0.47 0.51 0.49 0.47
C-data 0.95 0.93 0.91 0.58 0.52 0.39 0.59 0.55 0.36
F-data 0.93 0.89 0.91 0.46 0.41 0.35 0.48 0.46 0.38

Average 0.91 0.89 0.88 0.52 0.47 0.40 0.52 0.50 0.40
Average AUROC, AUPR, and F1-score were tabulated. Standard deviation from 10-repetitive 5-CV is presented at Table A.1

For further evaluation, the LOVENet model trained by B-dataset was applied to an independent
validation dataset (details in section 3.5). This independent validation dataset was never used
for training and testing the LOVENet models, and provided literature evidence that represents
the confidence of a given drug-disease association. From the independant validation, LOVENet
demonstrated not only a commendable accuracy of 78.78% in identifying drug-disease associations
but also an improvement in predictive accuracy, particularly when dealing with highly reliable
drug-disease associations (Table 2). From 525 drug-disease associations supported by at least 5
literature evidence, LOVENet correctly identified 518 associations, and achieved 98.67% of accuracy.
Furthermore, when considering drug-disease associations supported by at least 10 literature evidence,
LOVENet achieved a perfect 100% accuracy.

Table 2: Performance of LOVENet on an independent validation dataset

Association # of drug-disease Accuracy Correctly predicted Incorrectly predicted
confidence* associations (%) drug-disease association drug-disease associations

0 5,427 78.78 4,273 1,154
1 2,099 90.94 1,909 190
5 525 98.67 518 7

10 259 100 259 0
15 163 100 163 0

Association confidence indicates the number of literature references that describe the association between drugs and diseases.
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4.2 Network properties of drug-disease associations within a biological network

Drugs experience chemical modifications through various biological pathways, thereby influencing or
changing the function of target genes, which subsequently leads to an impact on the disease treatment.
To gain comprehensive insights into drug-disease associations, we measured the shortest path lengths
between drugs and diseases within the network of drugs, biological pathways, genes, and diseases.
LOVENet model trained on the B-dataset was considered for further analyses since over 80% of
drugs and diseases in the B-dataset were included in the network (Table 2).

True positives, which represent the correctly predicted positive drug-disease associations, tend to be
closely located in the network. Their shortest path length was 2.06 ± 0.34 (Figure 2B). In contrast,
true negatives (correctly predicted negative associations) displayed the longest shortest path length at
2.24 ± 0.61 (P-value between TP and TN = 1.80 × 10−235, Mann-Whitney U test). It suggested that
in cases where drugs are genuinely effective in addressing disease pathology, they tend to be closely
connected to the associated diseases with the biological network. Both false negatives and false
positives showed intermediate levels of shortest path length suggesting that misclassifications may
arise from various factors such as complex interactions within the biological network, uncharacterized
biological pathways, or limitation of network models.

4.3 Case studies

To further demonstrate the ability of LOVENet in uncovering novel drug repurposing, we selected
top scored drug-disease associations and scrutinized their supporting experimental evidences. Quini-
dine, a class IA anti-arrhythmic agent, is currently used to treat heart rhythm disturbances. It was
highlighted by LOVENet for a new association with seizure. Notably, empirical data reveal that early
Quinidine treatment significantly reduced seizure burden, and improved quality of life in patients
Dilena et al. [2018]. Also, Quinidine reduced seizure frequency among individuals with KCNT-1
positive epilepsy Mikati et al. [2015].

Buspirone is employed in treating anxiety disorders. LOVENet has revealed a novel association with
substance withdrawal syndrome. Studies showed that buspirone played a role in alleviating opioid
withdrawal Buydens-Branchey et al. [2005] and was effective in reducing withdrawal symptoms that
follow opiate use cessation Rose et al. [2003].

Fluoxetine is a selective serotonin reuptake inhibitor and approved for the treatment of major
depressive disorder, anxiety, and panic disorder. LOVENet predicted a novel association with attention
deficit disorder with hyperactivity (ADHD). Indeed, in ADHD children, fluoxetine monotherapy
has been shown to significantly improve inattentivenss and hyperactivity Barrickman et al. [1991].
Off-label prescriptions of fluxetine for ADHD are common.

4.4 Limitations

While LOVENet demonstrated superior performance compared to existing drug repurposing methods,
this study has several limitations. Firstly, the model complexity of LOVENet is higher than that of
other approaches due to the incorporation of LLM inferences into existing heterogeneous networks
for enhanced model optimization. Secondly, there is room for reevaluating the definition and creation
of meta-paths that represent potential drug-disease associations, with a focus on obtaining more
dependable meta-path-level instances. For instance, this could involve generating meta-paths based
on shared association proteins for drug-disease pairs.

5 Conclusion

In this study, we demonstrated the effectiveness of LOVENet, a fusion approach between AI-powered
language models and knowledge graphs for drug repurposing. The knowledge graph offers valuable
information regarding the relationships between drugs and diseases, and the large language model
utilizes its capacity to infer drug-disease associations from extensive textual data it has been trained on.
Future development should explore the integration of LOVENet with other biological associations and
datasets and its performance on larger datasets to evaluate its reliability across various experimental
scenarios.
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Appendix A

Table A.1: Prediction performance comparison

RGCN HAN HGT NIMGCN LAGCN DRWBNCF MilGNet LOVENet

AUROC

B-dataset 0.801±0.003 0.695±0.016 0.820±0.001 0.669±0.008 0.806±0.119 0.838±0.001 0.850±0.001 0.859 ± 0.002
C-dataset 0.842±0.003 0.889±0.008 0.837±0.002 0.492±0.005 0.477±0.112 0.884±0.002 0.927±0.004 0.949 ± 0.001
F-dataset 0.819±0.004 0.806±0.005 0.851±0.010 0.620±0.038 0.440±0.190 0.865±0.003 0.893±0.003 0.925± 0.003
Avg. 0.821 0.797 0.836 0.594 0.574 0.862 0.890 0.911

AUPR

B-dataset 0.389±0.006 0.256±0.014 0.416±0.003 0.234±0.006 0.516±0.042+ 0.455±0.002 0.472±0.004 0.517±0.007
C-dataset 0.117±0.008 0.310±0.018 0.083±0.002 0.008±0.000 0.467±0.157 0.541±0.004 0.520±0.018 0.584± 0.008
F-dataset 0.093±0.003 0.061±0.004 0.198±0.019 0.037±0.007 0.445±0.189 0.398±0.008 0.407±0.019 0.462± 0.001
Avg. 0.200 0.209 0.232 0.093 0.476 0.465 0.466 0.521

F1-Score

B-dataset 0.419±0.005 0.323±0.019 0.443±0.002 0.290±0.008 0.471±0.097 0.474±0.003 0.485±0.002 0.507±0.005
C-dataset 0.183±0.009 0.376±0.016 0.137±0.003 0.019±0.001 0.050±0.099 0.561±0.003 0.549±0.014 0.585± 0.004
F-dataset 0.156±0.005 0.108±0.004 0.273±0.020 0.079±0.021 0.076±0.174 0.433±0.009 0.457±0.017 0.482± 0.001
Avg. 0.253 0.269 0.284 0.129 0.199 0.489 0.497 0.524
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